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ABSTRACT

Person orientation estimation is valuable for intelligent video
surveillance. Although much progress has been made in re-
cent years, it still faces challenges such as varying poses, illu-
minations and viewpoints. Most existing approaches merely
use appearance information or combine it with motion infor-
mation. Appearance-based classifiers are trained offline with-
out updating in real time, which can not adapt to unknown
scenes. To fix it, a novel orientation estimation approach
based on online appearance-based classifier update is pro-
posed. Reliable motion direction is determined acting as pre-
estimated person orientation to update the appearance-based
classifier. Moreover, a novel criterion based on motion relia-
bility is proposed to determine the motion direction. Experi-
mental results show that the proposed approach achieves more
competitive performances especially for unknown scenes.

Index Terms— Person orientation estimation, Online
learning, Multi-class classification

1. INTRODUCTION

Person orientation information is very useful for surveillance
applications, such as tracking, action analysis and pose es-
timation. Generally, appearance information and motion in-
formation can be used to estimate person orientation. Appear-
ance information is a valid cue for orientation estimation since
different orientations may generate corresponding body ap-
pearances. However, appearance information is seriously in-
fluenced by variations of poses, illuminations and viewpoints.
Motion information can also be used to estimate person ori-
entation since they are generally consistent. Motion informa-
tion will become unreliable in some particular scenes such as
turning around and walking in a crowd [1], while in most cas-
es it is reliable and useful. Our important observation is that
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the probably true orientation can be obtained from reliable
motion information. Compared to appearance information,
motion information is more robust to various poses, illumina-
tions and viewpoints. Therefore, reliable motion information
and appearance information can be combined to increase the
performances of orientation estimation.

Most conventional approaches are merely appearance-
based and corresponding orientation classifiers are trained
offline [1–11], while overlooking different poses, illumina-
tions and viewpoints which result in sensitivity. So that they
cannot adapt to new scenes which haven’t been used as train-
ing data. Later works combine contributions of online motion
information and offline appearance-based classifiers using
decision fusion [12–14]. Performances are improved while
appearance-based classifiers are still trained offline without
updating in real time. Actually, it is effective to learn online
appearance-based orientation classifiers which have self-
adaptability for unknown scenes. Therefore, a novel orienta-
tion estimation approach based on online appearance-based
classifier update is proposed. Reliable motion information is
used to determine the probably accurate person orientation
which is then used together with corresponding appearance
information to update the appearance-based classifier in real
time. Finally, person orientation is estimated based on current
appearance information using the updated classifier.

Relation to prior work: Baltieri et al. [1] proposed an
offline orientation classifier based on extremely randomized
trees only using appearance information. However, this ap-
proach does not have self-adaptability for unknown scenes
with different poses, illuminations and viewpoints. Chen
et al. [13] estimate orientation utilizing a soft coupling of
appearance and motion information in a particle filtering
framework. Ichim et al. [14] use cues like HOG descriptors,
velocity direction and the presence of face to estimate the
person orientation and combine three different classifiers to
do the classification. These approaches merely use online
motion information, ignoring the great effects of online ap-
pearance information. In this paper, an online framework
based on online appearance-based classifier update is pro-
posed. Our approach effectively combines the contributions
of online motion and appearance information, and has great
self-adaptability for different scenes.
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Fig. 1. The framework of the proposed approach containing three major modules in three different colors. Best viewed in color.

2. ALGORITHM DESCRIPTION
2.1. Method overview
In this paper, person orientation estimation is treated as a clas-
sification problem. Primarily, classifier performance depend-
s on the training samples. When the online testing samples
greatly differ from the training ones, a conventional classifi-
er will become invalid since it’s trained offline. Therefore,
an online person orientation estimation approach based on
classifier update is proposed, which can adapt to different
scenes. As depicted in Fig.1, our framework contains three
major modules: appearance feature extraction, online orien-
tation classifier update and appearance-based orientation esti-
mation. Appearance information is used to estimate the per-
son orientation and update the classifier with reliable motion
direction. The online classifier update strategy extracts reli-
able motion information to update the appearance-based clas-
sifier, which can greatly enhance self-adaptation ability. Here,
eight discrete directions are considered as shown in Fig.2(a).
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Fig. 2. (a) Eight directions. (b) Reliable motion direction.

2.2. Appearance feature extraction
A single scale HOG descriptor [15] is adopted to describe the
appearance information, which is widely used in pedestrian
detection task. Human body is resized to 100×200 and divid-
ed into 10×20 blocks. For each block, a 9-bin histogram of
oriented gradients is extracted and normalized over 2×2 sets
of blocks. The obtained 1800-dimensional feature vector is
then used to represent person appearance.

2.3. Online classifier update strategy
A. Motion infomation extraction.
Velocity is extracted as the motion information and used to
calculate motion reliability. In order to extract motion infor-
mation from 2D images without camera calibration, the cam-
era is assumed to be in a downward angle without any rota-

tion. For 2D images, person position (pX , pY ) is adjusted by
a linear transform in order to reduce the perspective effect,

pX =
px
h
, pY =

py
h

(1)

where (px, py) is the coordinate of person’s center and h de-
notes person’s pixel height. Generally, motion information
obtained from 2D image is unstable due to varying poses such
as alternating legs and arms, hence temporal smooth strategy
is very important. Chen et al. [16] use temporal filtering to
exploit temporal smoothness only using previous information.
In order to obtain more reliable smoothed information, a sim-
ple temporal smooth strategy proposed in this paper which
uses both previous and future information. The smoothed po-
sition p̄ and velocity v̄ are calculated as follows,

p̄(t) =
1

2δp̄ + 1

δp̄∑
i=−δp̄

p(t+ i)

v̄(t) =
1

2δv̄ + 1

δv̄∑
i=−δv̄

v(t+ i)

(2)

where p̄(t) denotes the position at time t smoothed in span of
2δp̄ + 1 and p(t) means the (pX , pY ) at time t. Variable v̄(t)
denotes the velocity at time t smoothed in span of 2δv̄+1 and
v(t) means the velocity calculated by linear fitting p̄ using
least squares approximation in span of 2δv + 1. Although
this strategy may lead to some delay, it is acceptable since the
motion information is used to update the appearance-based
classifier instead of directly estimating current orientation.
B. Reliable motion direction determination.
Motion reliability is first calculated to determine reliable mo-
tion direction. Since there is a transition phase in velocity
when turning happens, motion information of δr fore-and-aft
frames should all be considered to determine the reliability,

r(t) =


+1 for ∀v̄(t+ i) > τ

−1 for ∀v̄(t+ i) < −τ
0 for otherwise

i = −δr,−δr + 1, ..., δr − 1, δr

(3)

where r(t) denotes the motion reliability calculated in span of
2δr + 1 and τ is the velocity threshold which can be obtained
according to the statistics of velocity distribution on the X/Y
axis. The total number of frames used to calculate r(t) is
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Table 1. Motion direction determination based on motion reliability

rX(t) +1 +1 0 -1 -1 -1 0 +1

rY (t) 0 -1 -1 -1 0 +1 +1 +1

Motion Direction E NE N NW W SW S SE

2δ + 1, and δ = δp̄ + δv + δv̄ + δr. Lacking 3D information,
velocity on the X and Y axis can’t be merged together. Thus
a simple but effective determinant criterion based on motion
reliability is presented as shown in Table 1. When neither
rX(t) nor rY (t) is zero, motion direction is reliable and acts
as pre-estimated orientation as shown in Fig.2(b).
C. Appearance-based orientation estimation.
The pre-estimated person orientation and corresponding ap-
pearance information are used to update the appearance-based
orientation classifier with LaRank algorithm. Additionally,
considering the horizontal spatial symmetry of human body,
flipped test data is also utilized to update the classifier in or-
der to make full use of the reliable new data. As mentioned
in B, the update will delay δ frames. However, for the video
sequences with 25 fps, this delay can be ignored. Since per-
son motion is a continuous process, once a frame with reli-
able motion information is captured, the updated classifier can
handle the similar appearance correctly afterwards. There-
fore, the proposed approach is more suitable for the pedestrian
surveillance video sequence data, where some reliable motion
information can be obtained to update the online classifier.

2.4. Orientation estimation
Considering of the real-time performance, low cost linear
LaRank [17] is adopted which is a highly successful sequen-
tial minimal optimization based multi-class support vector
machine algorithm. For offline learning, LaRank performs
one or more learning epochs over the randomly reordered
training set. For online learning, LaRank reaches its opti-
mal performance in a single pass over the training examples,
which is competitive with those of the full optimization.
LaRank learns a function f which maps patterns x ∈ X to
discrete class labels y ∈ Y ,

f(x) = arg max
y∈Y

S(x, y) (4)

where S(x, y) is the discriminant function that measures the
correctness of the association between pattern x and class la-
bel y. LaRank learns S(x, y) in dual programs and optimizes
with an adaptive schedule. However, for LaRank algorithm,
more training examples generate more support vectors, which
may lead to high computation cost and storage since they
are linearly consistent. Thus, a budget maintenance proce-
dure [18] is adopted to bound the number of support vectors.

Algorithm 1 shows the self-explanatory pseudo code of
our approach. Firstly, an initial classifier is trained using la-
beled data. Then the classifier is updated according to the
strategy mentioned in Sec.2.3.

Algorithm 1 Online Orientation Estimation
Input: Labeled Data Str; Test Data Sts
Output: Person orientation PO

1: Extract Str appearance feature HOGtr
2: Initialize LaRank classifier with HOGtr
3: Define MD as the motion direction
4: loop
5: Extract Sts(t) appearance feature HOGts(t)
6: Estimate PO(t)← LaRank(HOGts(t))
7: if t > 2δ then
8: t̃← t− δ
9: Calculate motion reliability rX(t̃), rY (t̃)

10: if rX(t̃) 6= 0 or rY (t̃) 6= 0 then
11: Determine MD(t̃) by rX(t̃) and rY (t̃)

12: Flip data Ŝts(t̃)← Flip(Sts(t̃))

13: Get ĤOGts(t̃), M̂D(t̃) from Ŝts(t̃)
14: Update classifier by HOGts(t̃),MD(t̃)

15: Update classifier by ĤOGts(t̃), M̂D(t̃)
16: Estimate PO(t)← LaRank(HOGts(t))
17: end if
18: end if
19: end loop

3. EXPERIMENTS AND DISCUSSIONS

Datasets and evaluation protocol. Performance is reported
by two measures: Accuracy 1 considers exact hits only, and
Accuracy 2 also considers adjacent classes [1]. For LaRank,
linear kernel is chosen to obtain a fast implementation and the
number of support vectors is bounded to 5000. Three datasets
are used as follows,

TUD Multiview Pedestrian dataset1 contains 5331
samples of pedestrians. In our experiments, only the training
set of 4732 samples is used.

3DPeS dataset2 contains 1012 samples which are ran-
domly selected from the provided surveillance videos. And
the orientation labels are provided.

PKU Person Orientation dataset3 contains 4 video se-
quences which are captured in campus surveillance scenes
with 25 fps containing eight discrete orientations. The ori-
entation labels and position information are both annotated.
Evaluations and Analysis. The effectiveness of LaRank is
first evaluated, comparing with some state-of-the-arts online
(row1-4) and offline (row5-6) methods as shown in Fig.3.
The classifiers are all trained on TUD Multiview Pedestri-
an dataset and tested on 3DPeS dataset. LaRank×1 and
LaRank×10 mean that classifier is trained for 1 epoch and
10 epochs respectively. Fig.3 reports that the single pass over
the training examples is sufficient to reach the optimal perfor-
mance which significantly outperforms ORF [19] as well as

1https://www.d2.mpi-inf.mpg.de/node/428
2http://www.openvisor.org/3dpes.asp
3https://github.com/mlq513773348/PKU-Person-Orientation.git
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Table 2. Comparisons of online orientation estimation on PKU Person Orientation dataset

Method Seq 1 Seq 2 Seq 3 Seq 4 Average
Acc1 Acc2 Acc1 Acc2 Acc1 Acc2 Acc1 Acc2 Acc1 Acc2

MultiSVM (from [13]) 0.63 0.96 0.56 0.96 0.57 0.93 0.47 0.79 0.56 0.91
MultiSVM (from [13]) + RMD 0.84 0.98 0.77 0.98 0.77 0.98 0.72 0.98 0.78 0.98

MoAWG [1] 0.70 0.98 0.63 0.97 0.59 0.94 0.53 0.84 0.61 0.93
MoAWG [1] + RMD 0.86 0.98 0.79 0.98 0.78 0.99 0.73 0.98 0.79 0.98

LaRank [17] 0.63 0.96 0.54 0.95 0.57 0.93 0.48 0.80 0.56 0.91
RMD 0.71 0.85 0.69 0.89 0.66 0.92 0.69 0.90 0.69 0.89

LaRank + RMD 0.84 0.98 0.77 0.97 0.77 0.98 0.73 0.99 0.78 0.98
LaRank + Update 0.91 0.98 0.90 0.98 0.90 0.97 0.90 0.99 0.90 0.98

LaRank + Update + Flip 0.92 0.99 0.90 0.99 0.92 0.97 0.91 0.99 0.91 0.99
LaRank + Update + Flip + RMD 0.88 0.99 0.80 0.98 0.80 0.97 0.75 0.98 0.81 0.98

OMCLP [20] and is competitive with other offline learning
methods. This indicates the great scalability of LaRank.

Comparisons and discussion For a fair comparison, all clas-
sifiers are first trained on TUD Multiview Pedestrian dataset
for initialization and then tested on PKU Person Orientation
dataset. The detailed parameters are set as follows, τX =
0.01, τY = 0.00125, δp̄ = 5, δv = 3, δv̄ = 5, δr = 5. The
comparison is a little bit difficult since few previous work-
s focus on the online orientation estimation. Therefore, the
comparison is organized in two aspects as shown in Table 2:
self-comparisons (row5-10) and comparisons with the state-
of-the-arts offline learning method (row1-4).

Firstly, self-comparison (row5-10) is conducted by e-
valuating the performance of four parts in the framework:
(1) LaRank, linear LaRank algorithm, (2) Update, update
classifier with reliable motion direction, (3) Flip, update
classifier using horizontal flipped data, (4) RMD, estimate
orientation using reliable motion direction. It can be seen
from row 2 in Table 2 that the accuracy of RMD is consid-
erable. This result accords with the hypothesis that person
orientation generally consists with reliable motion direction.
When appearance and motion information are combined sim-
ply (LaRank+RMD), both Accuracy1 and Accuracy2 attain
a certain amount of improvement, which indicates that the
appearance and motion information are complementary. Ad-
ditionally, when the classifier is updated online with reliable
motion direction (LaRank+Update), Accuracy1 attains anoth-
er 12 percent increase averagely than simple combination. If
the horizontal flipped data is also used to update the classifier
(LaRank+Update+Flip), the accuracy only gets one more per-
cent increase. The probable reason is that the contribution of
flipped data may be more prominent when reliable motion in-
formation is less. However, PKU Person Orientation dataset
contains much reliable motion information, which weakens
the effect of flipped data. Moreover, when RMD and online
classifier are combined (LaRank+Update+Flip+RMD), Ac-
curacy1 decreases by 10 percent. The main reason may be
that for LaRank+Update+Flip+RMD, decision-level fusion is
used to combine the outputs of online updated appearance-
based classifier and motion-based classifier. The probable

 

 

0 0.2 0.4 0.6 0.8

Multi-SVM (from [11])

MoAWG [1]

OMCLP×10 [18]

ORF×10 [17]

LaRank×10 [15]

LaRank×1 [15]

Accuracy1 Accuracy2

0 0.2 0.4 0.6 0.8

MultiSVM (from [6])

MoAWG [1]

OMCLP×10 [13]

ORF×10 [12]

LaRank×10 [10]

LaRank×1 [10]

Accuracy1 Accuracy2

Fig. 3. Evaluation of LaRank algorithm.

Fig. 4. Qualitative results on PKU Person Orientation dataset

mistake in motion direction determination may significantly
affect the final results. While for LaRank+Update+Flip, ori-
entation is estimated only based on online appearance-based
classifier, which has a memory of the historical information
and may be slightly affected by the false motion direction.

Secondly, our approach is also compared with the state-
of-the-arts offline learning method (row1-4). As we have ex-
pected, combining the appearance-based classifier and motion
information will bring a certain promotion to accuracy. But
the accuracy is still less than that of ours due to no updates of
the appearance-based classifier.

4. CONCLUSIONS

This paper introduces an online orientation estimation ap-
proach in which the appearance-based classifier is updated in
real time by reliable motion information. Motion information
is a quite valuable cue for updating the appearance-based
classifier, which can make the classifier adapt to unknown
scenes. Experimental results show that our approach achieves
better performance than offline learning methods indicating
that it is more suitable for unknown surveillance applications.
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